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PYTORCH HUB |  GENERATIVE ADVERSARIAL NETWORK DEMO
https://pytorch.org/hub/facebookresearch_pytorch-gan-zoo_pgan/

https://pytorch.org/hub/facebookresearch_pytorch-gan-zoo_pgan/


PYTORCH HUB |  PYTORCH.ORG / HUB /



A I  &  P Y T O R C H  T O D A Y



INDUSTRY USAGE

https://medium.com/pytorch

https://medium.com/pytorch




RESEARCH

C V N L P S P E E C H R L



RESEARCH

https://www.youtube.com/watch?v=NCt4_I7lgfs


W H A T  I S  P Y T O R C H ?



https://github.com/pytorch/pytorch

https://github.com/pytorch/pytorch
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WHAT IS  PYTORCH?



P Y T O R C H
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P R O T O T Y P I N G

P R O D U C T I O N  
D E P L O Y M E N T
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Y O Y  G R O W T H
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P Y T O R C H  F O R U M  U S E R S



G R O W I N G  U S A G E  I N  O P E N  S O U R C E

Source: https://paperswithcode.com/trends

https://paperswithcode.com/trends


W H A T  I S  D E E P  L E A R N I N G ?



WHAT IS  DEEP LEARNING?

Deep learning algorithms attempt to draw similar conclusions as humans would by continually analyzing data with a 
given logical structure. To achieve this, deep learning uses a multi-layered structure of algorithms called neural 
networks.

Image from: https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png



HOW DO NEURAL NETWORKS LEARN? BACKPROPOGATION

Image from: https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png

X✔

Training Data: Known 
correct examples

Loss: How are 
we doing?

Output: New 
Prediction Input: Images



SOFTWARE 2 .0  |  PROGRAMMING WITH DATA

https://medium.com/@karpathy/software-2-0-a64152b37c35

1. It consists of explicit instructions to the 
computer written by a programmer.  

2. By writing each line of code, the programmer 
identifies a specific point in program space 
with some desirable behavior. 

3. Written directly in C++, Python,..

1. Can be written in much more abstract, human 
unfriendly language, such as the weights of a 
neural network.  

2. No human is involved in writing this code 
because there are a lot of weights (typical 
networks might have millions), and coding 
directly in weights is basically impossible 

3. Weights are instead learned from iterating on 
data to learn a function - in a process known 
as training

S O F T W A R E  1 . 0 S O F T W A R E  2 . 0
Explicit programming Optimization based - learned from data

https://medium.com/@karpathy/software-2-0-a64152b37c35


J U P Y T E R  +  P Y T O R C H  ﹦❤   



P Y T O R C H  H A S  N A T I V E  S U P P O R T  F O R  C O L A B



O P T I O N  1 :  L O A D I N G  A  N B  F R O M  G I T H U B  



O P T I O N  2 :  C L I C K  T H R O U G H  O N  P Y T O R C H . O R G  



P Y T O R C H  O N  J U P Y T E R  V I A  C O L A B



C H A N G E  Y O U R  R U N T I M E  T O  G P U  O R  T P U . .  : ) ,  
S H I F T - E N T E R  A N D  Y O U ’ R E  O F F ! !  



S H A L L  W E  L O O K  A T  S O M E  C O D E ?   

( I N  A  J U P Y T E R  N B  O F  C O U R S E . .  : )  


